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***** BEGIN 1st CHANGE *****
[bookmark: _Toc528790755][bookmark: _Toc532911010]5.3.2.1	Description
TR 22.821 [7] describes a use case for factory automation in clause 5.17 and corresponding performance requirement in clause 5.21.
Factory Automation applications have stringent requirements on latency, jitter and error rate. Among these requirements, time synchronization is the pre-condition to achieve deterministic packet delivery.
Besides that, time synchronization is also used for other use cases such as defined in TR 22.804 [6], clause 5.6.5, Smart Grid: synchronicity between the entities.
This key issue is to study:
-	How the 5G system achieves time synchronization for the devices connected to the 3GPP network, to meet the requirement defined by SA WG1.
-	How the 5G system achieves time synchronization between the devices connected to the 3GPP network and external time-sensitive network to meet the requirement defined by SA WG1.
-	Can it be assumed that all UEs connected to the 5G system need to be synchronized to the same time source?
-	What is the complexity of supporting 802.1AS operation via the transport of 802.1AS messages over the 5G system (analysis requires work in RAN WGs also)?
-	What is the complexity of signalling precise timing to the UE via 5G air interface signalling (analysis primarily requires work in RAN WGs)?
-	How 5GS supports the synchronization in multiple clock domains i.e. assuming one UE supports one time domain, but different time domains for different UEs?	Comment by Huawei Rev1: comment from QC
***** End of 1st CHANGE *****

***** BEGIN 2nd CHANGE *****
[bookmark: _Toc532911173][bookmark: _Toc531962431][bookmark: _Toc324232212][bookmark: _Toc326248708][bookmark: _Toc519346075][bookmark: _Toc519346128]6.28	Solution #28:  TSN Time Synchronization Considering Multiple Clock Domains
[bookmark: _Toc532911174]6.28.1	Introduction
This solution addresses key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) and #3.2 Time synchronization with particular consideration in supporting multiple TSN clock domain. The proposal is based on the following observations:
-	The feature of multiple clock domains is natively supported by IEEE 1588 PTP v2 protocol with the 1-octet identifier "domainNumber" in PTP header. It can be expected that certain vertical applications demands this feature. In this sense, 3GPP should consider to develop the solution of supporting multiple external TSN clock domains.
-	For supporting TSN synchronization, 5GS should act as a TSN-compliant entity which could be either a transparent clock node or a boundary clock node
-	Such an entity (typically as a TSN bridge) is driven by its own internal clock/oscillator which provides common concept of time among its different ports. In this way, the relaying of synchronization with proper ingress/egress timestamping as well as residence time calculation / correction are made possible. Analogously, the 5GS as TSN-compliant logic entity should continue to developing its internal synchronization mechanism to achieve the common concept of time among different port at N6 and N60, which involves RAN synchronization between UE and gNB as well as the synchronization between gNB and UPF.
-	The requirements on the synchronization between the 5GS internal clock and external TSN clocks in multiple domains depend on whether 5GS behave as transparent clock node or as boundary clock node in the TSN. There are significant differences in the complexities for supporting single clock domain or multiple clock domains with transparent clock or boundary clock.
-	In a boundary clock node, the PTP message doesn't go through the node from one port to another. Instead the TSN node need to synchronize its internal clock to external upstream master's clock from a slave port and act has a master clock to downstream slave clock. For supporting multiple clock domain, the boundary clock node needs to maintain the mapping of its internal clock to multiple external clocks, which needs continuous tracking and signaling of time and frequency offsets leading to complex solution.
-	As a transparent clock, the TSN node need to measure the port-to-port delay during which a PTP message stays in the node, which is called residence time. It is added into the "correctionField" within the header of the PTP message which travel through the node. Since only residence time is treated, there is no extra complexity for supporting multiple clock domains
-	A transparent clock doesn't need to be synchronized with any external clock and can transparently and straightforwardly support multiple external clock domain without special design. Besides, the clock mismatch between internal clock and external clock may no need to be treated since it only gives negligible impact to the measurement of residence time. For example, assuming 1ppm clock mismatch and 1ms of residence time, the error in the worst case is only .
Based on the above observations, we propose to focus on the transparent clock approach for 5GS to support synchronization in multiple clock domains. The key ideas are:
-	5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. In this way, the one-way measurement and control of the E2E delay are made possible.
-	Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header's "correctionField" with the known residence time.
[bookmark: _Toc532911175]6.28.2	Detailed Method
[image: ]
Figure 6.28.2-1: 5GS as Transparent Clock
The transparent clock is a multi-port device which behaves neither as a Master nor a Slave clock but a time-aware relay between any pair of two ports, forwarding and correcting all PTP Messages. The correction achieved by addition of the residence time within the relay into the "correctionField" within the header of the PTP message. For the peer-to-peer transparent clock, the relay also add the measured peer-to-peer link delay to the "correctionField", which is however out of the scope of 3GPP. When 5GS behaves as the transparent clock, there is no need to couple the 5GS internal clock to external TSN clock. The internal clock is only needed for achieving port-to-port determination of the residence time within the 5G logic TSN entity while the absolute value of the internal time is generally meaning less.
There are two possible ways of determining the residence time within a logic transparent clock node implemented with 5GS:
-	Solution #28.1: relying on extending the 5G QoS classes to achieve a fixed residence time between a pair of ports, which is illustrated in Figure 6.28.2-2.
	This option is basically similar to Solution #17, which demands newly defined deterministic delay QoS class including parameters of target delay, loss tolerance and priority as well as the new setting-up procedures illustrated in Figure 6.17.2-1.
-	Solution #28.2: Explicit signaling of ingress or egress timestamps for measuring the residence time of each PTP message.
	In this option, the complexity of defining new QoS class and its procedures are avoided. Instead, simple signaling of a timestamp can achieve the same goal of acquiring the residence time. 
For achieving the measurement of the residence time, two basic condition needs to be satisfied:
1. 5GS should be internally synchronization with common concept of time, between different UEs and/or between UE and UPF.
2. Certain mechanism of signaling a PTP message’s ingress or egress timestamps within 5GS to a common place where both ingress and egress timestamp of the PTP message are available for calculating the residence time:

There are two options:
Solution #28.2A:	Explicit signaling of the ingress time t0, which is illustrated in Figure 6.28.2-3.
Solution #28.2B:	Explicit signaling of a targeted egress time t1, which is illustrated in Figure 6.28.2-4.
	In this option, the maximum E2E transport delay between ingress and egress entities should be known by the ingress entity beforehand from the PDB. The egress time t1 should be determined on condition t1 – t0 > TT in order to accommodate the processing delay within ingress node and egress node.
There could be multiple methods for signaling the ingress or egress timestamp in Solution #28.2:
-	Signaling Method 1: Directly concatenating the ingress/egress timestamp with the original PTP message to form a PDU packet which can be delivered between UE and UPF within a PDU session.
-	Signaling Method 2: Generating an extra PDU following the PDU carrying PTP message.
-	Signaling Method 3: Considering to utilize the optional field of GTP header and dedicated PDCP SDU.
-	Signaling Method 4: Utilize the reserved fields of the PTP message header to carry the ingress/egress timestamp
The optimal signalling method is FFS.
[image: ]
Figure 6.28.2-2: Solution #28.1: Delay correction based on the fixed residence time within 5GS transparent clock
[image: ]
Figure 6.28.2-3: Solution #28.2A Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of ingress time t0
[image: ]
Figure 6.28.2-4: Solution #28.2B Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of targeted egress time t1
[bookmark: _GoBack]6.28.x	Major Benefits of Solution #28
1. Naturally support multiple clock domains
As a transparent clock relay, the 5GS doesn't need to be synchronized with any external clock but only needs to measure the delay of PTP message (Sync, Follow_Up, Delay_Req, PDelay_Req, PDelay_Resp) staying in 5GS. The measured delay is accumulated in the “correctionField” of PTP message which can belong to any clock domains. In this manner, 5GS basically doesn’t make any special treatment according to different clock domains.
2. Simplicity of signalling within 5GS
Only the signalling of an 5GS internal timestamp is needed for each PTP message. There is no need for special signalling for handling multiple clock domains individually. 
3. Naturally applicable to the existing PDB based 5G QoS model
The transparent clock scheme is essentially based on the measurement of a variable delay within 5GS, which naturally applicable to the existing PDB based QoS model and doesn’t require a fixed delay or maximum jitter bound.
4. Naturally support the multi-domain synchronization flows between UEs’ N60 interfaces, and in this case there’s no need of UE to UPF synchronization
The transparent clock scheme is essentially based on the measurement of a variable delay within 5GS. Therefore, if the UE’s are already precisely synchronized in RAN, the end-to-end measurement of residence time can already be achieved without UE to UPF synchronization.


***** End of 2st CHANGE *****
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